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the setup

Let F be a C1 vector field on the plane R2. We are interested in
describing the phase portrait of F .

This requires us to locate qualitative phenomena of F such as:

singularities, that is, points x ∈ R2 such that F (x) = 0;
limit cycles, that is, attracting or repelling cycles of F .

Example
If F is linear, then F has no limit cycles.

The zeroset of F is definable in the expansion (R,F ) of the real
field R by F .
The set of limit cycles of F is not definable in (R,F ).

Are there other qualitative phenomena needed to describe the
phase portrait of F?
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Infinitely many limit cycles

Example
There are F of class C∞ that have infinitely many limit cycles.

If F has infinitely many limit cycles, they can pile up towards
more complicated limit periodic sets, such as polycycles.

Fact 1 (Dulac 1923)

If F extends to a real analytic vector field on the sphere S2,
then every limit periodic set is a polycycle.

Dulac’s problem: if F extends to a real analytic vector
field on the sphere S2, then F has finitely many limit cycles.
Hilbert’s 16th problem (H16): if F is polynomial of degree
d , there exists H(d) ∈ N, depending only on d , such that F
has at most H(d) many limit cycles.
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A brief history of H16 (following [Ilyashenko 2002]

1923
Dulac proves Dulac’s problem.

His proof does not clarify if H(d) exists if F is polynomial, but
his method proved to be useful for the study of Dynamical
systems in general.

1955-57
Petrovskii and Landis publish a solution of H16. It implies, in
particular, that H(2) = 3.

1963
Ilyashenko and Novikov produce the first counterexamples to
Petrovskii and Landis’s solution.
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A brief history of H16 (following [Ilyashenko 2002]

1979-80
Chen, Wang and Shi give examples of quadratic (i.e., d = 2)
vector fields with 4 limit cycles.

1981
Ilyashenko, during a course on Dulac’s problem, discovers a
previously overlooked gap in Dulac’s proof.

In Ilyashenko’s own
words: “Thus, after eighty years of development, our knowledge
of Hilbert’s 16th problem was almost the same as at the time
when the problem was stated.”

1991-92
Ecalle and Ilyashenko independently publish papers that fill the
gap in Dulac’s proof. Both of these gap-filling proofs are much
longer than Dulac’s original proof, but show that Dulac’s original
argument was right, “just” incomplete.
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The main idea of Dulac’s proof

...is to reduce the two-dimensional counting problem (counting
limit cycles in the plane) to a one-dimensional counting problem
(counting points on a line).

Example (Poincaré, late 19th century)
Counting limit cycles near a cycle C corresponds to counting
isolated fixed points of the Poincaré first return map r (x) near
x = 0.

The problem is: the Poincaré map r (x) is not even solution of
any reasonably simple differential equation.
In the case of Poincaré’s example, the first return map is real
analytic at 0, so there are only finitely many limit cycles near
the cycle C.
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Dulac’s strategy

. . . is to extend Poincaré’s idea to polycycles: let r (x) be the first
return map of a polycycle of F . Then

1 r (x) has an asymptotic expansion r̂ (X ) at x = 0 (albeit
more general than convergent Taylor series expansions);

2 r (x) is uniquely determined by its asymptotic expansion
r̂ (X ) (quasianalyticity).

While Dulac completed Point 1, Point 2 was the gap left
unproved by him and proved 70 years later by Ecalle and
Ilyashenko.
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what else is needed for H16?

For each degree d , let Sd be the collection of all polynomial
vector fields in the plane of degree d (a definable family in R).

Given a parameter µ and a polycycle P of Fµ, one needs to
count all limit cycles near P of all vector fields Fµ′ for µ′ close to
µ.
This leads to more complicated limit periodic sets!
H16 is equivalent to the following holding for all limit periodic
sets P of Fµ:

Finite cyclicity conjecture or FCC (Roussarie)
There exist a natural number N and open neighborhoods U of
µ and V of P such that for every µ′ ∈ U, the vector field Fµ′ has
at most N limit cycles contained in V .

Good news: Roussarie shows that if all singularities of Fµ are
isolated, then P is always a polycycle.
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Finite cyclicity conjecture or FCC (Roussarie)
There exist a natural number N and open neighborhoods U of
µ and V of P such that for every µ′ ∈ U, the vector field Fµ′ has
at most N limit cycles contained in V .

Good news: Roussarie shows that if all singularities of Fµ are
isolated, then P is always a polycycle.
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parametric counting near a polycycle

Denote by rµ(x) the Poincaré return map of Fµ near P.

rµ′(x) may not be well defined for µ′ close to µ (bifurcation
phenomena).

Decompose rµ(x) into the transition maps yi = gµ,i (xi ) and
xi+1 = fµ,i (yi ) for i = 1, . . . , k , where xk+1 = x1. Then

rµ(x) = (fµ,k ◦ gµ,k ◦ · · · ◦ fµ,1 ◦ gµ,1)(x).

Fact
There are open neighbourhoods U of µ and V of P such that
the transition maps fµ′,i and gµ′,i are well defined for all
parameters µ′ ∈ U and segment coordinates xi , yi ∈ V .
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definability

So x1 ∈ I1 ∩ V corresponds to a limit cycle of Fµ′ near P, with
µ′ ∈ U, if and only if x belongs to the set AP

µ′ of all isolated
points of the set

BP
µ′ :=

{
x1 ∈ I1∩V : there exist x2, . . . , xk+1, y1, . . . , yk such that

yi = gµ′,i (xi ) and xi+1 = fµ′,i (yi ) for each i , and xk+1 = x1
}
,

that is,

AP
µ′ =

{
x1 ∈ BP

µ′ : ∃ε > 0 such that BP
µ′ ∩ (x1 − ε, x1 + ε) = {x1}

}
.

So: Let Rtrans be the expansion of the real field by the
parametric transition maps associated to every limit periodic set
of every Fµ in Sd as above.
Let µ be a parameter and P a limit periodic set of Fµ.

Then: The corresponding family AP
µ′ is definable in Rtrans, and

by Dulac’s problem, each fiber AP
µ′ is finite.
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o-minimality

What we would like to see is uniform finiteness for the family
AP
µ′ , which denotes the following statement:

(UF) if every fiber AP
µ′ is finite, then there exists an N ∈ N such

that every fiber AP
µ′ has at most N elements.

One thing model theory is good at is determining when (UF)
holds.

Example: If an expansion of the real field R is o-minimal, then
every definable family of sets satisfies (UF).

So FCC follows from (UF) and the following:

Conjecture (o-minimality)
The structure Rtrans is o-minimal.
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a reduct of Rtrans

Let NRHd be the subfamily of all vector fields in Sd that have
only non-resonant hyperbolic singularities. Let Rnrh be the
expansion of R generated by all parametric transition maps
associated to the vector fields in NRHd , for d ∈ N.

Theorem (Kaiser, Rolin and S)
The structure Rnrh is o-minimal; in particular, Roussarie’s FCC
conjecture holds for NRHd .

The family NRHd is not a generic subfamily of Sd .
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a generic reduct of Rtrans

Let Hd be the family of all vector fields in Sd that have only
hyperbolic singularities (including resonant ones); this is a
generic subfamily of Sd .

Let Rhyp be the expansion of R generated by all parametric
transition maps associated to the vector fields in Hd , for d ∈ N.

Conjecture (ongoing work)
The structure Rhyp is o-minimal.

We propose the following approach to this conjecture:

1 Construct a quasianalytic Hardy field containing all
non-parametric (hence one-variable) transition maps near
hyperbolic singularities (“Ilyashenko field”). Done.

2 Define corresponding algebras in any number of variables
to include parametric transition maps near hyperbolic
singularities.

3 Prove these algebras generate an o-minimal structure.
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